In-situ, well-resolved planar temperature measurement of radiatively-heated particles
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Abstract

A direct, single-shot, non-intrusive planar temperature measurement of micron-sized particles in an unsteady flow has been demonstrated. Particles of diameters between 10µm and 50µm were fluidised using an optically-accessible fluidised bed system. The particle temperature was measured with a single ICCD camera fitted with an image splitter and filters to simultaneously record two images over a 7.5mm × 10.8mm area. This resulted in particle temperature maps of 51 pixels/mm, with an average of 15 particles in the measurement region at any given time. The particles were heated to temperatures up to 350°C with solid-state solar thermal simulator to generate a highly uniform heating region at fluxes of up to 21.1 MW/m². These fluxes exceed the range typically found in the particle receivers in Concentrated Solar Thermal (CST) systems, demonstrating that the method is more suitable for investigating heat transfer in them.

1. Introduction

Concentrated solar thermal (CST) technology is receiving ongoing investment due to the abundance of the solar resource and its potential for large-scale power generation, low cost energy storage, and hybridisation (Denholm et al., 2013; Gil et al., 2010; Kuravi et al., 2013). Solar particle receivers/reactors are among CST technologies under development because of their potential to achieve higher temperature than is possible with current CST technologies that utilises molten salt, air, or mineral oils (Grena, 2009) and thereby lower overall costs. Of the various types of receiver, those that employ direct irradiation from the concentrated solar irradiation achieve highly efficient heat transfer to small particles. However, there is a need to ramp up the development of these technologies both because of the ongoing need to lower costs (Kreith and Goswami, 2007) and because of the need for schedulable renewable generators in the emerging networks (IEA, 2014). The work that is currently being undertaken to increase the thermal efficiencies of solar particle receivers (Chen et al., 2006; Grena, 2009; Wang et al., 2016) is limited by the lack of a comprehensive understanding of fundamental heat transfer processes involved in such systems. This is because the process of heat transfer within these receivers is highly complex, with combined effects of particle-fluid coupling, inter-particle interactions, particle clustering and more (Lau and Nathan, 2016; Lau and Nathan, 2017; Monchaux et al., 2012). However, the pursuit of understanding these processes is, in turn, limited by the lack of suitable methods with which to perform well-resolved, in-situ measurement of the relevant parameters in the challenging environment of particle-laden flows. One such measurement for which new methods are needed is that of the temperature of particles.
suspended in a turbulent flow and subjected to radiative heating. The present paper is directed to meet this need.

With the advancement of laser diagnostics, a technique that allows for the direct planar measurement of particle temperatures has been developed. A special type of particles, known as thermophosphors (TP), are suitable for laser-induced phosphorescent (LIP) measurement due to their combined properties of being to survive high temperature environments, being chemically inert and emitting a temperature-dependent phosphorescent signal. A key advantage of the LIP technique is that it is applicable to a wide range of temperature ranges due to a wide range of TPs available, each with its own operating temperature range and decaying lifetime. A comprehensive review of this has been compiled by Aldén et al. (2011). For the present investigation, the particle temperatures are not expected to reach 600°C. As such, ZnO:Zn is used, as it has the highest sensitivity at the operating tempeprature range (Särner et al., 2008). However, previous applications of LIP have been for the measurement of gas-phase temperatures. To achieve this, micron-sized TPs are seeded as tracers into the flow and assumed to be at thermal equilibrium with it (Abram et al., 2015; Fond et al., 2012; Hasegawa et al., 2007; Jovicic et al., 2015). However, the assumption is not valid in conditions of high radiation fluxes such as occurs in solar receivers, which we estimate can generate heating rates on the order of 10,000°C/s. To investigate heat transfer in these conditions, it is necessary to employ a heat source with sufficiently high irradiative heat flux that is also very well-characterised and, preferably, uniform.

The present investigation employs a well-characterised solid-state radiation source that has recently been developed to deliver well-characterised radiative heat fluxes of up to 36.6 MW/m² (Alwahabi et al., 2016). This has been employed in an optically-accessible fluidised bed to achieve heating rates of up to 23,000°C/s (Kueh et al., 2017). Additionally, it operates at a peak wavelength of 910nm that is absorbed only by the particle phase and not by air. As distinct from previously used radiative heat sources such as deuterium and tungsten lamps, this Solid-State Solar Thermal Simulator (SSSTS) does not generate hot-spots in which certain heating region is higher than others and has a near top-hat beam profile. Hence, the aim of the present investigation is demonstrate a direct, in-situ planar temperature measurement of unsteady particles heated by a well-characterised radiative heat source.

2. Experimental

2.1. Optical Arrangement

The optical arrangement is presented in Fig. 1. Here, ZnO:Zn thermophosphors (TPs, Phosphor Technology) are suspended in air within an optically-accessible fluidised bed, FB, and excited by a third harmonic of an Nd:YAG (Quantel Q-smart 850) laser operated at 5.27 ± 0.47mJ and 355nm (shown in purple in Fig. 1). The TP particles have a a size distribution of 1µm-50µm. However, to avoid agglomeration, these were mixed with non-phosphorescent CaSO₄·2H₂O particles of 100µm-200µm at a ratio of 20:80. This approach follows the earlier work of Abram et al. (2013). Three cylindrical lenses (L₁, L₂, L₃) were used in series to manipulate the 355nm laser beam and generate a 10.5mm wide by 300µm thick laser sheet at the measurement test section to excite the TPs. The subsequent phosphorescent emissions (shown as dotted lines in Fig. 1) were then recorded with an ICCD camera (PI-Max/PI-Max2 - Princeton Instruments) through a 40mm spacer (sp) and an f/2.8 Tamron imaging lens (ImL). Images collected with the ICCD camera fitted with an image splitter (Opto-Split II - Cairns Research, IS) resulted in a single image divided in half, where one half was taken with a high transmission filter (FF01-
440/40-25, Semrock) at bandwidth LP420 ± 20nm and the other (FF01-440/40-25, Semrock) at 392 ± 9nm. Each of the sub-images views the same 15mm × 10.5mm area simultaneously, thus minimizing time-delay and angular distortion errors typical of using traditional two-camera systems. The camera gain, gate width and gate delay were set to 5, 26ns and 51ns respectively, to maximize the phosphorescence signal collection. To heat the particles, the Solid-state Solar Thermal Simulator (SSSTS, shown in red in Fig. 1) beam path is aligned 7° from the 355nm laser path such that they intercept in the centre of the FB chamber. A beam splitter (BS) is used to split the SSSTS beam into a ratio of 92:8. Two water-cooled power meters (PM₁, PM₂) were used to measure the power of the SSSTS and act as beam dumps to the heating beams. To relate phosphorescent emissions to temperature, a calibration experiment was performed with the same experimental setup described, with the exception that a TP-coated plated in a temperature-controlled oven is located in place of the FB.

![Fig. 1. Optical arrangement. Note that the temperature-controllable oven replaces the fluidized bed during calibration. Purple line: 355nm Nd:YAG laser beam path; Red line: 910nm Solid-State Solar Thermal Simulator (SSSTS) beam path; Blue dashed line: optical collection path of phosphorescence emission. BD: Beam Dump; BS: Beam Splitter; FOC: Fibre-optic Cable; ImL: Imaging Lens; L: Lens; M: Mirror; P: Polariser; PM: Power Meter; sp: spacer; WP: Waveplate.](image)

2.2. Methodology

2.2.1. Temperature Calibration

Calibration of the ZnO:Zn phosphorescent emissions was performed by systematically increasing the temperature of the TP-coated plate in the oven between 22°C and 425°C. For each temperature, the plate was allowed to reach thermal equilibrium before measurements were taken. At each temperature, 100 images were recorded for each measurement set and the intensity ratio calculated. The intensity ratios, along with the error range, were then plotted against temperature to be used as a calibration curve.

2.2.2. Temperature measurement of fluidised particles

Fluidised particles were subjected to systematic radiative heating by the SSSTS and excitation of the 355nm Nd:YAG laser. 14 sets of measurements were performed with heat fluxes, \( \Phi \), between 2.4 MW/m² and 21.1 MW/m². In each set of measurement, 800 single-shots images
were taken, the first and last 50 shots taken with no irradiation, and 650 shots with the SSSTS switched on. Recorded images were then processed via in-house codes on Matlab. Given that an image splitter was used in conjunction with the ICCD camera, a single image divided in half, where one half of it is taken with the LP420 ± 20nm filter and the other with the 392 ± 9nm filter, is obtained for every measurement. These sub-images were then superpositioned and divided against pixel-by-pixel to obtain an array of intensity ratios. A corresponding temperature image can then be inferred from the calibration curve. Given that laser fluence has a tendency to influence phosphorescent emission (Abram et al., 2015), the intensity ratio is divided against that of a reference case at room temperature.

At the same time, power measurements from both the power meters (PM1, PM2 in Fig. 1) were recorded to estimate radiation attenuation by the particles, \( \dot{Q}_{\text{att}} \). This value was calculated by taking the difference between the two power meter readings after correcting for differences in beam power due to the beam splitter, i.e. \( \dot{Q}_{\text{att}} = \dot{Q}_{\text{in}} - \dot{Q}_{\text{out}} \), where \( \dot{Q}_{\text{in}} \) is the power recorded by PM1 multiplied by 100/92, and \( \dot{Q}_{\text{out}} \) is the power recorded by PM2, multiplied by 100/8.

3. Results and Discussion

Fig. 2 presents the calibration of phosphorescence emission with respect to temperature. The intensity ratio was calculated through image processing where image pairs taken with filters at bandwidth 440 ± 20nm and 392 ± 9nm were superpositioned and divided against each other. The calibration was performed multiple times and was found to be highly repeatable, with an accuracy within ±4%.

![Fig. 2: Calibration curve relating phosphorescent emission of ZnO:Zn to temperature, where intensity ratio was calculated by superpositioning and dividing images taken with filters at 440 ± 20nm and 392 ± 9nm.](image)

Fig. 3 presents examples of particle images heated at five alternative values of flux: (1) 0 MW/m² and (2) 12.4 MW/m². Columns A and B corresponds to the individual raw images of a particle agglomerate collected at the two wavelengths of 420nm ± 20 (FF01-440/40-25) and 392 ± 9nm (FF01-392/18-25) respectively, while column C shows the image of the resultant inferred particle temperature, \( T_p \), derived from the calibration curve. As it can be seen, the image intensities of the particle agglomerate taken with the 420nm ± 20 filter can be seen to increase with heat flux, while the opposite is true for those taken with the 392 ± 9nm filter. This is consistent with the spectra shift presented by Särner et al. (2008). It should also be noted that the scatter in the range of measurements for particles are random, consistent with the CCD noise from particles in thermal equilibrium, as expected from Biot number calculations of
particles in the size range (Kueh et al. 2017). Hence, the mean particle temperature can be derived with low noise by averaging all of the pixels for a given particle.

Fig. 3: Typical examples of image trios of particle agglomerates, comprising raw image pairs 420 ± 20nm (column A) and at 392 ± 9nm (column B), together with the resulting temperature, $T_p$ (column C), recorded for five values of radiative heat flux, $\Phi$: 1) 0 MW/m$^2$ and 2) 12.4 MW/m$^2$.

Fig. 4: Probability distribution comparison of particle temperatures, $T_p$, where $T_{p,\text{all}}$ was calculated based on all $T_p$ over 650 captured images, while $T_{p,1}$, $T_{p,2}$, $T_{p,3}$ are the temperatures of single particles.

Fig. 5 presents selected individual particle temperatures as a function of their location with respect to the heating and excitation lasers at $\Phi = 0$ MW/m$^2$, 3.34 MW/m$^2$, 12.4 MW/m$^2$, and 21.1 MW/m$^2$. The mean temperature of all particles within the 650 captured images were first tabulated with respect to their core location before the mean particle temperatures at selected
locations were plotted in the present figure. Here, the errorbars denotes the standard deviation of the particle temperatures at the particular location. The heating and excitation source direction is plotted in the \( y \)-direction (as presented in the coordinate in Fig. 1). A comparison of TPs heated at fluxes 0 MW/m\(^2\) to 21.1 MW/m\(^2\) shows significant increase in \( T_p \) despite the short residence time in the heating sheet (determined by setting exposure time of ICCD camera to 3 ms and calculating particle travel path length).

![Graph showing selected particle temperature heated at different fluxes](image)

*Fig. 5: Selected particle temperature heated at \( \Phi = 0 \) MW/m\(^2\), 3.34 MW/m\(^2\), 12.4 MW/m\(^2\), and 21.1 MW/m\(^2\).*

Fig. 6 presents the mean temperatures of all particles within an image and the corresponding number of particles per image for \( \Phi = 2.4 \) MW/m\(^2\), 107 MW/m\(^2\), 12.4 MW/m\(^2\) and 21.1 MW/m\(^2\). As can be seen, there is a strong correlation between particle mass loading and the local (instantaneous) mean particle temperature within the volume. Since the \( \Phi \) is constant for a given experimental run, this strong correlation implies that inter-particle heat transfer is significant in this system.

![Graph showing mean temperature and number of particles](image)

*Fig. 6: Mean temperature of all particles and number of particles per image for \( \Phi = 2.4 \) MW/m\(^2\), 107 MW/m\(^2\), 12.4 MW/m\(^2\) and 21.1 MW/m\(^2\).*
4. Conclusion

A direct, non-intrusive planar temperature measurement of radiatively heated fluidised particles has been demonstrated. The technique was found to have an accuracy of ±1% in the calibration experiment, while the application of it in moving particles presented an accuracy of ±10% in temperatures, where the variation is attributed, mainly to noise from the ICCD camera. A clear dependence of particle temperature on heat flux and particle mass loading was found.
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